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Abstract

We propose a variational algorithm to jointly estimate the
shape, albedo, and light configuration of a Lambertian
scene from a collection of images taken from different van-
tage points. Our work can be thought of as extending clas-
sical multi-view stereo to cases where point correspondence
cannot be established, or extending classical shape from
shading to the case of multiple views with unknown light
sources. We show that a first naive formalization of this
problem yields algorithms that are numerically unstable, no
matter how close the initialization is to the true geometry.
We then propose a computational scheme to overcome this
problem, resulting in provably stable algorithms that con-
verge to (local) minima of the cost functional. Although we
restrict our attention to Lambertian objects with uniform
albedo, extensions of our framework are conceivable.

1 Introduction

We are interested in recovering the geometry of a scene
from multiple images taken from different vantage points.
This is one of the classical problems of Computer Vision,
and at this level of generality it does not admit a simple so-
lution. Indeed, unless we impose appropriate priors, this
problem does not admit a meaningful solution at all. In
addition to scene geometry, images depend on scene re-
flection properties as well as illumination, and given any
number of images, there exist infinite scene geometries and
reflectance/illumination configurations that generate them.
This structural lack of identifiability is normally approached
by making assumptions on some of the unknowns (e.g. re-
flectance and/or illumination) to infer properties of the oth-
ers (e.g. shape), as we illustrate below.

Most multi-view stereo reconstruction algorithms1 rely
on establishing point-to-point correspondence between
multiple views of the same scene. Correspondence is usu-
ally based on various “feature descriptors,” which are image

1This does not include photometric stereo since we consider a changing
viewpoint.

statistics designed to be invariant or insensitive to local de-
formations (typically affine) of the domain of the image due
to changes in the viewpoint, and to local deformations of the
co-domain (intensity) of the image (also typically affine)
due to changes in illumination or reflectance. Such descrip-
tors range from the simple intensity of a window around
a feature point detected using various corner detectors and
compared using cross correlation or least squares [7, 17] to
more elaborate descriptors that involve gradient histograms
at various scales [16, 22]. Unfortunately, in general, given
an object with arbitrary shape and arbitrary reflection, one
can make the local appearance around any point arbitrary
by acting on the illumination. This lack of identifiability of
shape and reflectance/illumination is present even if one as-
sumes that the scene is Lambertian [1]: local feature-based
stereo relies on the tacit assumption that the appearance is
independent of the viewpoint. This is tantamount to assum-
ing that objects are self-luminous, in the sense that they ra-
diate energy equally in all directions at a given point P ac-
cording to a certain function ρ(P ), which can be thought of
as the “texture map.” The notion of illumination becomes
superfluous, and all appearance information is encoded into
ρ. Furthermore, in order to establish point-to-point corre-
spondence for the entire scene, we need to assume that ρ is
a “sufficiently exciting texture”: it must have nowhere-zero
gradient. In fact, for feature detectors and descriptors to
work reliably, one needs ρ to be discontinuous, leading to
the requirement of the gradient being everywhere-infinite.
Naturally, in practice it is sufficient for the gradient of ρ to
be sufficiently high at sufficiently many places on the scene,
but then it is possible for feature descriptors to be ambigu-
ous for scenes that have high-contrast repetitive patterns.
So, for traditional stereo algorithms to work well, one needs
not too much texture, and not too little texture. When this is
not the case, one cannot reliably establish correspondence
between individual points in different images.2

What happens when the assumptions that allow estab-

2Recent variational algorithms for multi-view stereo ameliorate the sit-
uation by establishing a global correspondence between views in a way
that allows filling in regions of low texture gradient with minimal surfaces
[5]; however, the underlying assumptions remain the same.
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lishing correspondence from image-to-image are not satis-
fied? Many approaches recently have followed a paradigm
where there is no explicit correspondence from image to im-
age; instead, all images are matched to an underlying model
of the scene. Such a model must necessarily describe the
geometry as well as the reflectance properties of the scene.

We will assume that the scene has ideal Lambertian re-
flection and is illuminated by a constant (but unknown) am-
bient term. In addition, we assume a finite number of point
light sources of unknown intensity in unknown position.
Therefore, all the variability of image appearance (shading)
is generated by the interaction of light and surface geometry.
This problem can be thought of as a multi-view version of
the problem of Shape from Shading, when the number and
direction of the light sources are unknown. From this view-
point, this work can be considered as the natural extension
of the problem of stereoscopic shading [11] to unknown il-
lumination.

Given the assumption that the scene is Lambertian,
has constant albedo, and is viewed from multiple vantage
points, we pose the problem in the framework of infinite-
dimensional optimization in order to find the best shape (a
surface) and light configuration that give rise to the images.
This is done by setting up a cost functional and computing
its first derivation, which is then used to define a gradient
flow to evolve an initial surface towards a (local) minimum
of the chosen cost functional. Unfortunately, as we will see
in Section 3.1, a straightforward choice of a cost functional
will result in an unstable flow, which prohibits convergence,
even to a local minimum. A great deal of work in this paper
is therefore devoted to computational models that allow for
stable gradient flows.

1.1 Related work and our contributions

The literature on shape from shading is far too extensive
for us to review here. A collection of earlier work can be
found in the book edited by Horn and Brooks [10]. Zhang
et al. wrote a nice survey on more recent methods [28]. The
effect of changing lighting on the object appearance (for
fixed viewpoint) was analyzed by Belhumeur et al. [26, 3].

Estimating the light direction first and subsequently re-
constructing the shape (i.e. depth map) was performed by
Zheng and Chellappa [29]. Recently, Samaras and Metaxas
[21] suggested to instead account for the coupling of light
and shape by reconstructing both in an alternating fashion.
Our work differs from the latter mainly in two ways: Firstly,
we use a variational framework, which implies that the in-
terlaced estimation of lighting and geometry are both de-
rived by minimizing a single cost functional. Secondly, we
consider multiple views, which enables us to reconstruct a
complete 3D object (rather than a depth map). In particular,
this requires to also take into account the visibility of light

source and camera for all points on the estimated surface.
Using variational methods in shape from shading dates back
to the eighties [10, 19], and even level set methods have
been employed before [13, 15]. The literature on stereo and
motion is also extensive; we refer the reader to the recent
vision textbook [8] for references.

A closely related work is that of Faugeras and Keriven
[5], who cast the traditional multi-frame stereo in a vari-
ational framework and use the level set method to solve
it. This work differs from ours in that the authors perform
image-to-image matching. They do not consider lighting,
in fact, an incorporation of lighting in their framework is
not straightforward. Issues concerning the fusion of shad-
ing cues with parallax cues have been discussed in several
works, including [23, 14, 26, 18, 6, 4]. Recently in [27], it
was suggested to combine ideas from shape-from-shading,
photometric stereo and structure-from-motion. Given scene
geometry and reflectance, the illumination configuration of
the scene can be established, as Yu and Malik have shown
[25]. Here, because we do not know the geometry, we can-
not handle such complex reflectance model, so we restrict
our attention to Lambertian scenes.

In this manuscript, we propose an algorithm to estimate
shape, albedo and illumination configuration from a collec-
tion of images of a Lambertian scene. To the best of our
knowledge, we are the first to integrate illumination into
variational multi-view stereo reconstruction. Our algorithm
is provably stable, and naturally extends existing shape from
shading algorithms as well as multi-view stereo algorithms
where point correspondence cannot be established.

2 Problem Formalization

Let S ∈ R
3 be a smooth surface. We denote with X =

[X, Y, Z]T the coordinates of a generic point on S with re-
spect to a fixed reference frame. The central goal of this
paper is to reconstruct the surface S from a set of n images
Ii : Ωi → R, i = 1, 2, . . . , n, where Ωi ⊂ R

2 is the do-
main of each image. Each image is fully calibrated, i.e.,
intrinsic and extrinsic calibration parameters are assumed
known [8]. After pre-processing, each camera can therefore
be modeled as an ideal perspective projection πi : R

3 →
Ωi;X �→ xi

.= πi(X) = π(Xi) = [Xi/Zi, Yi/Zi]T , where
Xi = [Xi, Yi, Zi]T are the coordinates of X in the i-th
camera reference frame. X and Xi are related by a rigid
body transformation, which can be represented in coordi-
nates by a rotation matrix Ri ∈ SO(3) and a translation
vector Ti ∈ R

3: Xi = RiX + Ti. We assume that there
is a background B which covers the field of view of each
camera. Without loss of generality, we assume B to be a
sphere with infinite radius. We define the foreground pro-
jection to be the region Qi = πi(S) ⊂ Ωi and denote its
complement in Ωi by Qc

i . Although the perspective projec-
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Figure 1: We assume that the true light distribution illu-
minating a scene can be approximated by a superposition of
the above components: a directional light (left), an isotropic
component (center), and an isotropic component restricted
to one hemisphere (right).

tion πi is not one-to-one (and therefore not invertible), the
back-projection π−1

i : Ωi → R
3 of xi onto S can be defined

as the first intersection point with S of a ray starting from
the i-th camera center and passing through xi.

We assume that both the foreground and background
are Lambertian. For gray-scale images their radiances can
therefore be modeled as scalar-valued functions3:

ρ : S → R, and h : B → R, (1)

where for simplicity we consider the background radiance
h to be constant – for an extension to smooth background
radiances, we refer to [12]. We assume that the surface has
a constant albedo, which, without loss of generality, we as-
sume to be 1. Therefore, the varying image appearance is
solely generated by the lighting configuration and the scene
geometry. In general, the whole world reflects light, which
induces a very complicated space-varying lighting configu-
ration. For simplicity, in this work we will assume that the
true light distribution can be approximated by a superposi-
tion of three different components shown in Figure 1. These
three components are:
(1) Distant point light sources – see Figure 1 left – induce a
radiance of the form

ρ(X) = λ 〈N,L〉 ξ(X), (2)

where L denotes the unit vector pointing in the direction
of the light, λ the light amplitude, N the surface unit out-
ward normal and ξ : S → {0, 1} the visibility of the
light. In the case of convex objects, the visibility is given
by ξ = H(〈N,L〉), where H denotes the Heaviside step
function. For non-convex objects or the case of multiple
objects, where there are cast shadows, there is no general
expression.
(2) An ambient component, given by a constant λ0, permits
to approximate lighting effects induced by multiple inter-
reflections from the surroundings
(3) Isotropic light restricted to one hemisphere – see Fig-
ure 1 (right) – is to account for the fact that the object of
interest is placed on a ground plane which generally does
not emit much light compared to the light from the upper
hemisphere. In the case of a convex object, the integration

3The formulation can easily be generalized to color images by using
vector-valued radiance functions.

of intensity λ over the hemisphere results in a radiance of
the form [9]:

ρ =
λ

2
(〈N,L〉 + 1) , (3)

where L denotes the unit vector from the object pointing to
the center of the hemisphere. Mathematically, this compo-
nent can be represented as

ρ =
λ

2

(
max

( 〈N,L〉 , 0
)

+ min
( 〈N,L〉 , 0

)
+ 1

)

=
λ

2

(
〈N,L〉 ξ(L) − 〈N,−L〉 ξ(−L) + 1

)
, (4)

which corresponds to a superposition of an ambient light
with two point light sources from opposite directions, the
second one having a negative amplitude.4 Combining the
above components, therefore amounts to a lighting model
of the form:

ρ =
�∑

j=1

λj 〈N,Lj〉 ξj + λ0 (5)

where the amplitudes λj ∈R account for positive and nega-
tive light sources and λ0 ∈ R+ for the ambient component.

3 Variational Formulation
In order to optimally reconstruct surface, light and albedo
from a set of views we propose to minimize a cost func-
tional of the form:

E(S, λj ,Lj) = Edata(S, λj ,Lj) + αEprior(S), (6)

where the first term enforces the similarity between the ob-
served images and the corresponding projections and the
second term imposes a prior which favors smooth surfaces
and is given by:

Eprior(S) =

∫
S

dA. (7)

3.1 A direct approach

A straightforward formulation for the data term is:

Edata =
n∑

i=1

∫
S

(
Ii(πi(X)) − 〈λjξjLj ,N〉 − λ0

)2

dA, (8)

where, following the Einstein summation convention, we
assume summation over the light sources j. To simplify the
exposition, we neglected the background fitting term in (8).

Unfortunately, this direct approach leads to an unstable
gradient flow for the surface S. We will detail this for the
case of a single light source λL and no visibility constraint,
i.e., ξ=1 ∀X ∈ S. The curvature dependent terms in the
total flow are given by:

n∑
i=1

(
2H

(
(Ii − λ0)

2 + 2λ2 − 3 〈λL,N〉2) − 2λ2Π(N × L)
)

4The term “negative light” facilitates the treatment of hemispherical
illumination.
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where H denotes the mean curvature and Π the second fun-
damental form. In regions where the surface faces the light
(and therefore 〈L,N〉 → 1) and where the modeled direc-
tional intensity λ2 exceeds the measured one (Ii−λ0)2, the
coefficients of H or Π are negative. Therefore, the resulting
flow is numerically unstable in those regions. This poses
a problem for estimating shape, albedo and light using the
direct approach.

3.2 “Soft” shape from shading

The above instability arises due to the strong coupling be-
tween surface appearance and its normal in (8). In the pres-
ence of measurement noise, the surface will bend and ripple
to fit the data. This behavior can be suppressed by increas-
ing the surface regularization [11], yet this results in over-
smoothed reconstructions. To circumvent this instability,
we propose a relaxed cost functional in which the normal is
decoupled from the surface through an auxiliary unit vector
field

V : S → S2,X �→ V(X). (9)

V will take the place of the unit normal in modeling the
shading effects. We will show in Section 4 that the induced
surface flow lacks the potentially unstable curvature-based
diffusion terms. We will now be left with the problem of
minimizing this new energy function jointly with respect to
both S and V. The data fitness can be measured in the sense
of L2 for background and foreground as:

Edata =

n∑
i=1

∫
Qi

(
Ii(xi) −

〈
V(π−1

i (xi)), λjLjξj

〉 − λ0

)2
dΩi

+
n∑

i=1

∫
Qc

i

(
Ii(xi) − h

)2
dΩi. (10)

To stay faithful to the physically motivated interaction be-
tween the surface normal and the light source direction, we
will introduce an indirect coupling between the unit nor-
mal and the modeled surface radiance by adding a second
term to our energy which penalizes the average deviation
between the true unit normal of the surface and the unit vec-
tor field V which takes its place in the new radiance model.
The constraint for V is given by a penalty on the L2 dis-
tance between V and the unit normal field N on S:

Ecoupling =
1

2

∫
S

‖V − N‖2dA =

∫
S

(
1 − 〈V,N〉 )

dA. (11)

The overall cost functional is simply a weighted average of
the three costs:

Etotal = Edata + αEprior + βEcoupling

=

n∑
i=1

∫
Qi

(Ii − 〈V, λjLjξj〉 − λ0)
2dΩi +

n∑
i=1

∫
Qc

i

(
Ii − h

)2
dΩi

+ α

∫
S

dA + β

∫
S

(
1 − 〈V,N〉 )

dA.

When minimizing Etotal, we need to guarantee that V is
always a unit vector field, i.e. ‖V(X)‖2 = 1 ∀X ∈ S.

Rather than imposing this constraint by augmenting the cost
functional with a Lagrange multiplier, we will revert to a
projection method detailed in Section 4.2.

4 Energy Minimization

4.1 Surface evolution

To facilitate finding the variation of the data fitness term
with respect to S, we need to introduce two more terms. Let
χi : S → R be the surface visibility function with respect
to the i-th camera, i.e. χi(X) = 1 for points on S that are
visible from the i-th camera and χi(X) = 0 otherwise. Let
σi account for the change of coordinates from dΩi to dA,
i.e, σi = dΩi

dA = 〈Xi,Ni〉 /Z3
i , where Ni the unit normal N

expressed in the i-th camera reference frame. We can now
express the data term as follows

n∑
i=1

∫
Qi

((
Ii − 〈V, λjLjξj〉 − λ0

)2 − (
Ii − h

)2
)
dΩi

+
n∑

i=1

∫
Ωi

(
Ii − h

)2
dΩi

=

n∑
i=1

∫
S

χi

((
Ii − 〈V, λjLjξj〉 − λ0

)2 − (
Ii − h

)2
)
σidA

+
n∑

i=1

∫
Ωi

(
Ii − h

)2
dΩi

It can be shown that the gradient descent flow minimizing
the total energy is given by:

St =
( n∑

i=1

1

Z3
i

(
(Ii − (〈V, λjLjξj〉 + λ0))

2 − (Ii − h)2
)

·
〈
∇χi, R

T
i Xi

〉
−

n∑
i=1

2χi

(
Ii − 〈V, λjLjξj〉 − λ0

)

(
ξjλjL

T
j ∇SVRT

i Xi +
l∑

j=1

〈V, λjLj〉 〈∇ξj , R
T
i Xi〉

)

+(2H(α + β) − β∇S · V)
)
N (12)

Note that the only second order term (curvature term) in
the flow (12) is 2H(α + β)N, therefore the flow is always
numerically stable (with a properly chosen time step). An-
other advantage of flow (12) is that it depends only upon
the image values, not the image gradients. This property
greatly increases the robustness of the resulting algorithm
to image noise.

The numerical implementation of the flow (12) is carried
out in the standard level set framework [20]. For more de-
tails on shape estimation using level set methods, we refer
the reader to [5, 12].
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4.2 Updating the auxiliary field

In alternation with the surface evolution, we minimize the
cost functional with respect to the auxiliary field V. The
corresponding negative energy gradient is given by

U = −dE

dV
=

n∑
i=1

2χi(Ii−〈V, λjLjξj〉 − λ0)λjLjξjσi + βN.

In order to constrain the evolving vector field to the space
of unit vector fields, we restrict its evolution to the tangent
space of S2 (which is the plane perpendicular to V), yield-
ing the following updating equation:

Vt = U − 〈U,V〉V. (13)

Once V is updated, we have to restrict it to the unit vec-
tor field, which can be achieved by simply normalizing the
norm of the vector field to 1. The numerical implementation
of the update equation (13) is also carried out in the level set
framework following the practice of [2, 12]. The basic idea
is to first extend the supporting domain of the vector field V
from the surface S to R

3 and then use standard finite differ-
ence schemes to implement equation (13). For more details,
we refer the reader to [2, 12].

4.3 Updating the illumination

The ambient components for object and background can be
determined in closed forms as follows. For the background,
we get

h =

∑n
i=1

∫
Qc

i
IidΩi∑n

i=1

∫
Qc

i
dΩi

, (14)

which corresponds to the mean intensity estimated over the
area outside the object. For the object, we get

λ0 =

∑n
i=1

∫
Qi

(
Ii − 〈V, λjLjξj〉

)
dΩi∑n

i=1

∫
Qi

dΩi

, (15)

which corresponds to the intensity not explained by the di-
rectional components averaged over the area of the object.

The optimal directional lighting can be found by gradi-
ent descent with respect to L̃j = λjLj ∈ R

3, where the
gradient is given by:

dEtotal

dL̃j

=
n∑

i=1

∫
Qi

(
Ii − 〈V, L̃kξk〉 − λ0

)
VξjdΩi (16)

As is well known, the above iterative solution is subop-
timal: In order to gradually evolve the light to its optimal
configuration, one needs to select sufficiently small time
steps and define appropriate convergence criteria. Fortu-
nately there exists a closed-form solution for the light con-
figuration. The light gradient in (16) vanishes for:

n∑
i=1

∫
Qi

(
Ii − λ0)VξjdΩj =

n∑
i=1

∫
Qi

VVT L̃kξkξjdΩi ∀j.

Figure 2: Example views of the input data set consisting
of 28 views of a doll on a table, illuminated by normal
over-headed fluorescent lamps and an additional strong di-
rectional spot light. Despite a fairly uniform albedo, the
appearance of the doll is strongly modulated by the light.
For instance, the doll’s head is much brighter than the rest
because it is facing the spot light, whereas the back of the
doll is almost as dark as the background.

Assuming that the visibility ξ of the lights does not change
much from one iteration to the next, i.e. ξ(t+1) ≈ ξ(t), the
solution for L̃ = (L̃1, . . . , L̃�) is given by:

L̃ = M−1 p, (17)

with the matrix M ∈ R
3�×3� made up of the sub-matrices

Mjk =

n∑
i=1

∫
Qi

VVT ξjξk dΩi, j, k = 1, . . . , 	, (18)

and the vector p ∈ R
3� containing the sub-vectors

pj =

n∑
i=1

∫
Qi

(Ii − λ0)V ξj dΩi, j = 1, . . . , 	. (19)

5 Experiments

We took 28 calibrated images of a doll figure of approxi-
mately uniform albedo standing on a table. The background
is dark, and the doll is illuminated both by standard fluo-
rescent overhead lamps and by an additional strong spot-
light. Figure 2 shows 4 representative views which show
how the light configuration modulates the object intensity
from a very bright front of the head to very dark regions in
the upper back.

Subsequently, we ran our implementation of stereo-
scopic segmentation [24], which corresponds to iterating
the surface evolution in Section 4.1 with no directional
lighting, i.e. λj = 0,j=1,...,�, in alternation with the up-
date of the ambient light components according to Section
4.3. Upon minimization, the surface converges to the re-
sult shown (from several viewpoints) in Figure 3: The ob-
ject surface cannot be reconstructed correctly, since the as-
sumption of constant object intensity is strongly violated.
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Figure 3: Final shape estimated using [24]. The algorithm
fails to reconstruct the doll, notably the legs and the back,
because the assumption of constant radiance of the object is
strongly violated by shading effects – see the input data in
Figure 2.

Positive spot light Negative spot light

Figure 4: Final shape estimated using the enhanced stereo-
scopic segmentation with one directional light, either pos-
itive (left) or negative (right). The reconstruction is im-
proved, because the simultaneously estimated directional
light source accounts for some of the shading effects.

In particular, the parts of the legs and back which are most
strongly affected by shading are missing: due to their dark
intensity they are ascribed to the background.

We then introduced one directional light source, which
we randomly initialize. Subsequently, we run the enhanced
stereoscopic segmentation, evolving the surface as detailed
in Section 4.1 in alternation with an evolution of the auxil-
iary normal field given in Section 4.2 and an update of the
ambient and directional lighting according to Section 4.3. It
turns out that if the light is initialized close to the front of the
doll, it is positive light and if the light is initialized close to
the back of the doll, it is actually a negative light. Views of
the final segmentation are shown (from various viewpoints)
in Figure 4: The object is reconstructed more accurately, be-
cause the simultaneously estimated directional light source
accounts for some of the shading effects on the surface.

Introducing two light sources (to account for the spot
light and the lack of illumination from the ground plane)
improves the reconstruction even more. In this case, the
algorithm automatically returns one positive light, which
faces the front of the doll and a negative light, which faces
the back of the doll. Figure 5 shows 4 views of the recon-
structed object generated by evolving the surface in alterna-

Figure 5: Final shape estimated using the enhanced stereo-
scopic segmentation with two directional lights, a positive
and a negative one. The algorithm reconstructs the 3D ob-
ject much more accurately, because the simultaneously esti-
mated light configuration allows to account for the shading
effects in the input data.

Figure 6: Rendered views of the surface evolution, which
starts from a cube containing the object and converges a
solid model.

Figure 7: Visualization of the auxiliary vector field V.

tion with updating ambient light and a positive and negative
directional light.

For completeness, we show in Figure 6 several steps in-
dicating the evolution of the estimated surface from the ini-
tialization to the final segmentation and in Figure 7 a close-
up on the estimated auxiliary normal field V.

6 Conclusions

We proposed a variational framework to simultaneously es-
timate a 3D surface, the albedo and a light configuration
from a set of calibrated views of a Lambertian object with
uniform albedo. We extend the standard stereoscopic seg-
mentation scheme with an explicit model of the the interac-
tion of light with the object surface. In contrast to the ex-
tension of stereoscopic segmentation to piecewise smooth
radiance functions [12], the smooth radiances in our formu-
lation are induced by the physical interaction of light and
surface.
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